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ABSTRACT 
How can we explain the broad and uneven spatial efects of Ma-
chine Learning (ML) algorithms that mediate the everyday lives 
of smart city residents? The discriminatory impacts of civic algo-
rithms remain opaque to city inhabitants and experts alike. Current 
Explainable AI (XAI) approaches, while infuential, are limited in 
their ability to explain the inequitable algorithmic spatial efects 
in an accessible, critical, and grounded manner. My thesis explores 
the potential of participatory mapping as a critical and collaborative 
technique to address these limits. My work draws on (1) scholar-
ship on critical data and algorithmic studies, (2) qualitative research 
with domain experts from history and criminology, and (3) partici-
patory mapping sessions with city residents and ML practitioners. 
Ultimately, my research will inform the design of a toolkit to help 
people in classrooms and community centers collaboratively re-
fect on how city residents may unevenly experience the impact of 
artifcially intelligent systems guiding contemporary urban life. 
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1 INTRODUCTION 
Civic algorithms, i.e., Machine Learning (ML) algorithms used for 
civic purposes, have grown to profoundly guide the everyday lives 
of smart city residents. However, without careful consideration of 
their efects, they risk reproducing or even amplifying historical 
systems of discrimination. Several smart city systems have been 
criticized by activists and scholars alike for their inequitable efects 
on space. Planning algorithms, such as the Market Value Analysis, 
present governing bodies with a “data-driven objective” means of 
distributing public resources by classifying and segregating com-
munities through the construction of color-coded boundaries. Such 
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organization of space standardizes unjust classifcation systems 
and restructures the public sphere in ways that favor some neigh-
borhoods over others. These systems are opaque, inaccessible, and 
are rarely if ever, developed through a public and participatory 
process [53]. Online websites such as Zillow and Yelp afect civic 
investments and neighborhood reputations in ways that further 
marginalize racialized and poor neighborhoods. Yet, their efects 
remain invisible to the general public [39, 72]. Black-boxed surveil-
lance tools, situated within racial and neoliberal histories, disregard 
the perspectives of those who are most afected by these systems 
and work to promote biopolitics while encroaching on peoples’ 
liberties [61]. Even as these systems continue to cause harm, their 
impacts remain invisible to both the users and makers of these 
tools. 

Critical geographers have demonstrated how social discrimina-
tion and marginalization are inherently entangled with space [56]. 
In my thesis, I focus on explaining the emergent spatial efects of 
public safety algorithms. I defne algorithmic spatial efects as the 
localized impacts of smart city systems, as reported by the peo-
ple who experience them. Oftentimes, spatial efects are echoes of 
existing spatial information infrastructures such as zip codes, GPS 
coordinates, or neighborhood boundaries that ML algorithms rely 
on to make cities legible, predictable, and ultimately programmable 
[42, 47]. This way of reading cities has an unfortunate tendency to 
incorporate and even amplify historical biases. Akpinar et al. argue, 
for example, that a public safety algorithm called PredPol repro-
duces existing spatial disparities and bias in geocoded crime data, 
resulting in over-policing of predominately Black neighborhoods 
[1]. 

Even though there has been growing research in the realm of 
explaining algorithms, most current research provides little support 
in explaining the spatial efects of civic algorithms in a manner that 
is grounded in the everyday experiences of people most afected 
by these systems [28]. In my Ph.D. work, I build upon current XAI 
research, while addressing their limits, to design a participatory 
mapping toolkit that can help people in classrooms and community 
centers refect on how city residents may be impacted unevenly by 
the spatial efects of artifcially intelligent civic algorithms. 

To understand data processes and their impacts, we need to 
understand the historical, social, and political systems they are 
embedded in [11]. Therefore, my participatory mapping toolkit 
will help ground the efects of safety algorithms in the lives of city 
residents and provide a means to investigate their underlying infor-
mation infrastructures in a pluralistic manner. Ultimately, my goals 
when designing for algorithmic spatial explainability are (1) to make 
visible the spatial information infrastructures guiding the design 
of safety algorithms, (2) to provide a collaborative and grounded 
approach to refect on the spatial efects of civic algorithms, and 
(3) to problematize the unfounded trust in the ‘objectiveness’ and 
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‘neutrality’ of AI. Ultimately, my work will support the public ex-
amination and scrutiny of smart cities and provide a means to hold 
tech makers accountable for the impact of their work. 

2 BACKGROUND AND RELATED WORK 

2.1 Public Safety Algorithms and Harms 
A variety of ML algorithms have been developed with the hope to 
mitigate crime and advance citizen safety in smart cities. Popular 
examples include— COMPAS, which predicts recidivism risk for 
an individual; Predpol, which predicts geographic areas where 
crime is most likely to happen; Arnold Public Safety Assessment, 
which provides judges with sentencing recommendations. These 
algorithms, even as they aim to promote public safety in cities, 
tend to reinforce discrimination along the axes of race and class. 
Jeferson demonstrates how Predpol legitimizes the bias embedded 
in ofcial crime datasets and has resulted in the over-policing of 
already heavily surveilled neighborhoods [30]. Risk assessment 
tools build upon and reinforce the racist policies and infrastructures 
underlying carceral systems in the US. Additionally, they defne 
‘risk’ at the level of an individual, disregarding how ‘risk’ is a 
refection of societal prejudice against various social groups [23]. In 
India, centralized systems and norms along with the subjectivities 
of individual police ofcers lead to historical, representational, and 
measurement bias in recorded crime data for the CMAPS predictive 
policing tool. Further, the opaque design of CMAPS allows for 
discrimination against immigrant colonies and minority settlements 
by promoting the belief that crime rises in specifc neighborhoods 
by virtue of the above-mentioned communities living there [41]. 

Transparency is a much-needed feature for the efective assess-
ment and development of public safety algorithms [51]. Given the 
limited potential of techniques designed to “de-bias” public safety al-
gorithms, there is an urgent need to make the data assemblages [33] 
surrounding public safety algorithms transparent and accessible to 
city residents and governmental bodies [41]. 

2.2 Existing XAI Methods and Tools 
Several methods and tools, such as model [44] and data documenta-
tion [4, 7, 22, 29] frameworks, have been designed to explain AI to 
experts [17]. However, more recently, the XAI community has pre-
sented the need to make AI processes visible to the general public 
to build trust in the artifcially intelligent systems that guide their 
lives [34]. As such, there is a growing focus on developing methods 
and frameworks that provide user-centered algorithmic explana-
tions [43, 59, 65]. Human cognitive abilities [66], users’ explanatory 
needs [37, 62], users’ situated real-world experiences [16], users’ 
ability to collaborate and form counter publics [57] have been some 
of the guiding factors in advancing user-centered XAI research. 
Another strategy to make explanations accessible, which has also 
been previously explored at DIS [55], is the integration of visual 
design and XAI eforts [13]. Artists and scholars are using visual 
techniques to explain the core properties and risks of AI [67] and 
the sociotechnical infrastructures surrounding AI [15, 21]. 

There is also growing work in designing open-source toolkits 
to identify and assess algorithmic harms and biases [6, 8, 68]. AI 
Fairness 360 (AIF360) [6] and Fairlearn [8] are tools that aim to help 
practitioners understand ‘bias’ metrics and allow them to detect 

algorithmic biases. These tools also help mitigate said biases by 
providing a variety of mitigation algorithms. Another tool called 
“What-If” uses visualizations to help users and practitioners inves-
tigate how a model will perform in hypothetical scenarios created 
by changes in data points [68]. The AIX360 toolkit considers the 
varied explanation needs of diferent stakeholders and compiles 
a variety of explanation algorithms with supporting case studies 
to help users understand algorithms [5]. These tools attempt to 
advance eforts in algorithmic transparency, auditing, and risk mit-
igation to reach practitioners outside of an organization’s internal 
technology teams as well as users of the systems. 

2.3 Participatory Approaches to XAI 
Beyond merely catering the explanations to users, there have been 
few but rising calls for centering local communities in the design 
and development of ML algorithms [12, 31, 35, 36, 58, 70]. Shen 
et al. have presented a model cards toolkit that can be used by 
community members to deliberate on which model, amongst a 
variety of models, aligns with their values and interests [58]. Lee et 
al. have developed a framework that supports community members 
in building policy to govern algorithms in a participatory manner 
[36]. 

Participatory methods have also been previously explored for 
analyzing the impacts of artifcially intelligent systems at DIS [9] 
and related venues [2, 35, 49]. Blair et al. propose to explore the 
potential of participatory art installations to perform a public assess-
ment of predictive algorithms [9]. The AI Now Institute proposed 
the Algorithmic Impact Assessment (AIA) framework and noted 
the need for afected communities and governmental bodies to be 
aware of how black-boxed automated decision-making systems 
work [49]. Alvarado et al. propose Algorithmic Experience (AX), an 
analytical tool that can be employed in a participatory manner to 
understand users’ experiences of AI-driven tools such as the Face-
book News Feed [2]. The Algorithmic Equity Toolkit (the AEKit) 
ofers a collection of methods to increase the participation of the 
public in algorithmic advocacy [35]. 

I build on the work described above to develop a participatory 
mapping toolkit that can help local community members and ML 
researchers refect on the spatial efects of public safety algorithms. 
At the same time, my work difers from the approaches described in 
Sections 2.2 and 2.3 in a multitude of ways– (1) Subject: Unlike cur-
rent approaches that focus on explaining input-output relationships, 
ML processes, or general AI impacts, my work focuses specifcally 
on explaining the spatial efects of civic algorithms; (2) Method-
ology: Instead of relying on AI models or tech experts to develop 
AI explanations in a manner that is removed from the local experi-
ences of community members, I use the technique of participatory 
mapping, as described below, for providing grounded explanations; 
(3) Goals: In contrast to existing approaches to XAI that aim to 
build trust in users [19, 38], the goal of my thesis is to problematize 
said trust and empower city inhabitants and ML practitioners to 
efectively evaluate ways in which AI systems organize cities. 

2.4 Participatory Mapping as a Critical Practice 
Historically, mapmaking as a practice has been used to support 
the ideologies of its makers and has served as a tool of persuasion 

2



Mapping the Smart City: Participatory approaches to XAI DIS Companion ’23, July 10–14, 2023, Pitsburgh, PA, USA 

and power to advance colonization and imperialism [71]. However, 
with the growth of participatory mapping, local communities have 
repurposed this historical practice to fulfll their own purposes and 
demand social and political justice [60]. Techniques such as counter-
mapping [46], collaborative cartography [10], and participatory GIS 
[20] aim to engage local communities in the process of map-making 
to represent and visualize existing systemic injustices and propose 
better futures [10]. There exist several infuential examples. In 1971, 
the Detroit Geographic Expedition and Institute (DGEI) released a 
map called “Where Commuters Run Over Black Children on the 
Pointes-Downtown Track”. The map was the result of a collabo-
ration between young black adults from local neighborhoods and 
academics. Through the collaboration, the youth learned cutting-
edge mapping techniques to transform their local knowledges into 
tools to demand justice [18]. Another provocative example is the 
Anti Eviction Mapping efort, a participatory oral history project, 
which is a result of collaboration with local partners and people 
being evicted with the goal of resisting urban gentrifcation [40]. 

Participatory methods aim to develop social and technical systems 
directly in collaboration with end users [45]. Critical making allows 
participants to focus on the shared processes of construction as a 
site to develop a conceptual understanding of critical sociotechnical 
issues [48]. I plan to design a participatory mapping toolkit as a form 
of collaborative critical making to help the makers and users of civic 
algorithms refect on both the positive and negative spatial efects 
of public safety algorithms. 

Despite the opportunities presented by participatory mapping 
to investigate social justice issues, there remain limits. Participa-
tory maps, even as they strive to be pluralistic, may still silence 
the voices of the least privileged while enhancing the perspective 
of a chosen elite. The activity may also become a benign way of 
involving community members while reserving the power and 
decision-making capabilities for the more technically profcient 
people [24]. For example, in the participatory mapping sessions I 
plan to host, people who are less acquainted with AI may feel un-
comfortable participating in a collaborative setting. I acknowledge 
the limits of my methodology and will actively work to create a 
safe and respectful environment for all participants. 

3 RESEARCH OBJECTIVES AND METHODS 
Through my research, I aim to develop methods that can support 
the XAI community in their eforts to explain the spatial efects of 
civic algorithms. My thesis will result in the design of a participa-
tory mapping toolkit that helps represent the spatial information 
infrastructures underlying the design of public safety algorithms 
and their impacts. While my focus is on risk assessment algorithms 
used to calculate safety scores of various geographic locations in a 
city, the mapping toolkit will also be able to examine other civic 
algorithms. In line with these goals, I have divided my thesis into 
three major parts: (1) Problem Statement and Methodology (2) Re-
search and Design (3) Testing and Results 

3.1 Part 1: Problem Statement and Methodology 
This part of my thesis focuses on understanding ways in which 
public safety technologies may contribute to the harmful and dis-
criminatory segregation of cities. I demonstrate the need for the 

XAI community to step in and make the spatial logics of civic al-
gorithms and their possible social impacts accessible and visible 
to ML researchers as well as city inhabitants. To address this need, 
I present participatory mapping as a technique that can support 
pluralistic exploration and explanation of the spatial boundaries 
embedded in and reinforced by algorithms. This part of my thesis 
motivates my problem statement and methodology. 

This part began with a critical analysis of a renowned safe walk-
ing app primarily deployed in India, called ‘Safetipin’ [52]. Safetipin 
recommends ‘safe’ paths to users from an origin to a destination 
by calculating ‘safety scores’ for various paths. These safety scores 
are calculated by aggregating crowdsourced ‘safety data’ such as 
the amount of lighting, or presence of security ofcers, in various 
locations in a city. In my past work [27], I demonstrate Safetipin’s 
ability to (1) restrict women’s movement to computationally cal-
culated ‘safe’ neighborhoods and (2) reinforce caste and religion 
based segregations in India. By disregarding the prejudice about 
vulnerable neighborhoods that governs the ‘feeling of safety’ of 
its users who contribute to the crowdsourced data, it fails to situ-
ate itself in the broader historical politics of safety in the city [32] 
that continue to marginalize people of lower socioeconomic status 
and minority religions. Nonetheless, the app and its underlying 
information infrastructures that promote segregation, have been 
enthusiastically accepted and celebrated [26, 69]. This presents a 
dire need to explain the impact of spatially distributed data inputs 
and aggregations on the city and its people. This work motivates 
the need to understand and explain how emerging public safety 
technologies organize cities and their impact on spatial segregation 
and discrimination. 

Having established the need to explain the spatial efects of civic 
algorithms, my past work presents mapping as a useful technique 
to ground public safety algorithms in historical, social, and political 
contexts [28]. I argue that mapping can provide explanations that 
are accessible, culturally refexive, situated, and provide visibility 
into how cities are structured by AI processes. However, mapping 
risks portraying space as stable and objective, representing the 
realities of the dominant and the powerful [14]. To address this 
shortcoming, I am now exploring the potential of participatory 
mapping to support the pluralistic understanding and exploration of 
spatial politics of smart city algorithms. Currently, I am performing 
an analysis of historical and contemporary participatory mapping 
cases, to understand how various features of participatory mapping 
can help explain ML algorithms and their potential limits. Feedback 
from the Doctoral Consortium (DC) can help me refect on the 
opportunities and challenges presented by participatory mapping 
as an XAI approach. 

3.2 Part 2: Research and Design 
The goal of this part of my thesis is to (1) identify what aspects 
of the data construction and computation processes need to be 
considered in order to explain the impact of algorithms on space, 
and (2) design a participatory mapping toolkit that incorporates this 
information onto a map for accessible and collaborative refection 
on the spatial politics of civic algorithms. This part focuses on 
research and design. 
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To progress towards Goal 1 listed above, I am performing a close 
reading of critical scholarship that discusses how public safety 
algorithms result in harm in order to deduce the role of space in the 
same. As a starting point, I have identifed fve primary components: 

Data Construction and Consumption sites: The spatial disparities 
embedded in data creation and consumption afect location-based 
decision making [1]. 

Data Properties: Bias in who is represented in the training data 
and variables, including proxy variables, associated with them afect 
the calculation of equitable predictions [3]. 

Spatial Partitioning of Data: Ways in which cities are partitioned 
to aggregate spatial data afect algorithmic calculations [25]. 

Relationship to Other Data: Spatial components of training data 
may be correlated with other civic data that may reinforce the 
impacts of one another [50]. 

Temporal boundaries: Temporal dimensions of automation afect 
systems of oppression in space [63]. 

I plan on conducting a semi-structured qualitative study with do-
main experts from criminology, history, sociology, and tech ethics, 
framed around the components identifed above, in order to refne 
and revise these components and identify related relevant infor-
mation that can help ground civic AI systems. Drawing on the 
literature review and expert evaluation, I will develop a framework 
that will be incorporated into the design of a participatory mapping 
toolkit as stated in Goal 2. I will appreciate feedback from the DC on 
the mapping elements described above as I develop my framework 
and toolkit. I also would beneft from advice on my methodology— 
including recruitment and data analysis strategies. 

3.3 Part 3: Testing and Revisions 
The goal of this part of the thesis is to use the mapping toolkit 
mentioned above and explore how it can be used (1) by machine 
learning students and scientists to learn about the spatial politics 
of their work, and (2) by city residents to understand smart city 
algorithms and problematize the unfounded trust citizens may place 
in algorithmic technologies. This part focuses on testing, results, 
and revisions. 

I will perform two participatory sessions with the groups men-
tioned above to test the mapping toolkit and identify the oppor-
tunities ofered by and limits of participatory mapping as an XAI 
approach. I will partner with local organizations, including my own 
university, to recruit participants for the participatory sessions. I 
am in the process of identifying community partners by collab-
orating with initiatives such as ‘Serve-Learn-Sustain’ at Georgia 
Tech [64]. The work can be extended to involve stakeholders not 
mentioned above such as policymakers and urban planners, etc. I 
would beneft from advice on how to develop relationships with 
local community partners in meaningful ways. Additionally, given 
the limits of participatory mapping as mentioned in Section 2.4, 
I would appreciate feedback on best practices for creating a safe 
collaborative environment when conducting participatory research. 

4 DISSERTATION STATUS AND LONG-TERM 
GOALS 

I have completed Part 1 as described in Section 3 and am currently 
working towards Part 2, with a goal of completion by August 2023, 

followed by progress towards Part 3 between August 2023 and May 
2024. I successfully passed my qualifer exams in Spring 2022 and 
plan to propose my dissertation in May 2023. My next steps include 
developing the participatory mapping toolkit in a manner that 
supports the meaningful exploration of the spatial efects of civic 
algorithms and fnalizing the logistics of collaborating with local 
partners. I would greatly appreciate feedback from the Doctoral 
Consortium about any shortcomings or gaps in my Ph.D. work that 
need to be urgently addressed. 

Long term, I plan to contribute to the felds of critical data and 
algorithmic studies by designing tools and methods that center 
local communities in the design of smart cities. Eventually, I plan to 
evolve the focus of my work to the context of my home country— 
India, and join the eforts to support the responsible design of 
technology in the Global South [54]. 

5 PROGRAM INFORMATION 
I am a third-year Ph.D. student majoring in Digital Media at the 
Georgia Institute of Technology. I am advised by Dr. Yanni Loukissas. 
My expected graduation date is May 2024. I have never attended 
a Doctoral Consortium and my work could greatly beneft from 
constructive feedback on my research questions, arguments, and 
methods. 
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