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ABSTRACT
How can we visualize civic algorithms in ways that illuminate
both their positive and negative spatial impacts? Civic algorithms
guide everyday decisions that cumulatively create city life. Yet,
their broader effects remain invisible to their creators and city
inhabitants. Recent scholarship on “algorithmic harms” presents
an urgent need to make smart cities explainable. We argue that
existing Explainable AI (XAI) approaches are limited across four
important dimensions: accessibility, cultural reflexivity, situatedness,
and visibility into internal representations. Our research explores
the potential of conventional maps in addressing these limits and
providing what we call “grounded explanations”. As a salient exam-
ple, we harness the historical case of the “Ghost Map”, designed by
John Snow to visualize and resolve the 1854 London Cholera epi-
demic. We believe that such examples can help the XAI community
learn from the cultural history of city representations, as they seek
to establish public processes for explaining and evaluating “smart
cities”.
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1 INTRODUCTION
In the past decade, several new algorithms meant to give rise to
“smart cities“ [52] have been deployed around the world, with a
variety of effects that are still not well understood. These algorithms
draw on spatial and temporal data to construct models of cities and
shape the experiences of their inhabitants [26]. Generally speaking,
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such algorithms can work to strengthen, maintain, and challenge
preexisting power relations within cities [12].

During the same time period, researchers in Human-Computer
Interaction (HCI) and related fields have sought to identify instances
where algorithms uphold social relations that lead to discrimination
and injustice. Sociologists such as Zukin et al. have demonstrated
how geographically coded Yelp reviews reinforce prejudice against
neighborhoods with people of color thereby influencing civic in-
vestments and contributing to processes of urban change such as
gentrification. The algorithmic moderation of reviews is not public,
and users are unaware of their role in affecting capital flows [65].
Filter bubbles created by Zillow reinforce existing spatial power
structures along the axes of race and class. Even as the goal of the
site is to give users more control over their home-buying experience,
it leaves users unaware of the implications of their own filtering
decisions [29]. Safe walking apps, such as Safetipin, risk segregating
neighborhoods by attempting to advance the safety of one social
group while marginalizing another. Once again, knowledge about
the failings of social structures and policy normalized by the app is
inaccessible to citizens, as well as the app creators [19]. There is an
urgent need to explain the discriminatory logics underlying data
creation, aggregation, and consumption and invite public debate
and evaluation.

To address these concerns, scholars from fields such as critical
data and algorithmic studies are calling for advancements in algo-
rithmic transparency, explainability, and auditing. Their goal is to
improve visibility into the workings of algorithms, opening them up
for critique by both experts and everyday users. HCI and Machine
Learning (ML) researchers have proposed numerous techniques for
auditing algorithms for algorithmic justice. However, these audits
are generally designed for technical internal use. Meanwhile, there
is a growing community of activists and end users who do have ad-
equate tools for understanding, comparing, and representing these
algorithms for themselves. This leaves little room for evaluating
how the complex world we live in is simplified to be represented in
the design of algorithms— who is included, who is excluded, and
how cities are quantified and aggregated for computation.

In this paper, we ask: how can the spatial impacts of “smart city”
algorithms be explained effectively and ethically for the benefit of
their inhabitants? To answer this question, we first analyze existing
approaches to explain algorithms and lay out four primary limita-
tions to these approaches. We argue that these limitations are well
addressed by one popular visualization method for cities—maps.
The limits of existing explainable AI (XAI) approaches and the
opportunities presented by maps to address those are listed below:
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(1) Accessibility: XAI methods can be incomprehensible for
everyday users. On the other hand, maps are well under-
stood—even treated with affection—by a broad spectrum of
audiences.

(2) Cultural reflexivity: XAI methods are commonly not repre-
sentative of the social and political factors that shape algo-
rithms and their designers whereas maps signify their own
context of production through their visual languages that
are culturally rooted.

(3) Situatedness: XAI methods tend to be removed from situ-
ated real-world contexts and experiences of city inhabitants.
Maps, particularly when they are created in a participatory
fashion, can draw on local knowledge of people and places
in their making.

(4) Visibility into internal representations: XAI methods focus
on explaining the abstract relationship between input and
output variables while overlooking the impact of their inter-
nal representations of cities. Maps reveal how their makers
conceptualize cities and the spatial components that com-
prise them.

While these limits of XAI and affordances offered by maps to
address them are not exhaustive, they are a good starting point to
explore if and how maps can serve as useful tools to explain geo-
spatial civic algorithms. We explore the opportunities presented by
maps as stated above by drawing on the work of Dr. John Snow, a
physician-geographer, who traced the spread of Cholera in the 1854
London epidemic through a map [50], popularly termed the ‘Ghost
Map’ [24]. This map is amongst the most noteworthy examples of
how mapping can serve as a technique to effectively and accessibly
explain social phenomena.

We present the related work in visual approaches to XAI and
a description of the Ghost Map in the following section. Next, we
lay out existing XAI approaches more broadly, their limits, and the
opportunities offered by maps. Lastly, we discuss the work of other
visual designers and cartographers that aligns with our goals and
conclude by presenting future work and limits. Ultimately, the goal
of this paper is to encourage the XAI community to take lessons
from the cultural history of city representations as they establish
public processes for explaining and evaluating algorithms.

2 ALGORITHMIC EXPLAINABILITY
2.1 Visual explanations for AI
Research in the field of XAI is quickly growing. More recently,
researchers have presented the importance of the form of algorith-
mic explanations and its effect on the understanding of AI systems
[56]. Information design experts and critical studies scholars have
started employing visualizations as tools to understand and explain
algorithms. In this section, we summarize works that present visual
techniques to explain algorithms.

Integrating XAI and visual design can make explanation inter-
faces more usable and readable [7]. The effects of static and in-
teractive visualization techniques of white box (where a model’s
inner working is shown) and black box (where input and output
variables’ relationships are shown) explanations on user compre-
hension have been investigated by Cheng et al. [7]. They found that

white-box interactive explanations were most effective in increas-
ing user understanding but were worse than black-box explanations
in increasing user confidence in their understanding. This may be
a result of the complexity and cognitive overload of white-box
explanations. An understanding of human cognition and decision-
making capabilities is now being used to develop frameworks for
explaining algorithms [59]. Researchers have also attempted to
visualize ethical frameworks in order to make them more accessi-
ble to users who may not be familiar with ethical terminologies
[49]. However, more work is needed to design accessible white-box
explanations of algorithms.

Share Lab has used data visualizations to represent several as-
pects of algorithms including algorithmic labor, invisible infras-
tructures that surround algorithms, and the social and political
relations that inform the workings of tech companies [15]. Kate
Crawford’s work titled ‘Anatomy of AI’ which displays several
invisible aspects of labor, data, and environmental resources in
relation to algorithms is another well-known example of visual-
izing algorithms [10]. These works draw great attention to the
socio-political structures that surround the design of algorithms.
However, they do not attempt to explain how the complexity of the
world we live in is reduced to conform it to data practices.

Interactive visual analytics are being used to help data scientists
better understand their systems through the design of tools such as
Prospector [27], Gamut [22], Visual Auditor [36], and more. These
tools visualize algorithms for controlled assessment and evaluation.
More work is needed to incorporate real-life situated perspectives
into algorithmic explanations.

Data Comics have been presented as a means to better report
HCI and statistical analysis research studies and are being explored
as visualization techniques to communicate research processes and
practices in accessible and engaging manners [60]. Economist Julia
Schneider andArtist Lena Kadriye Ziyal designed a comic series that
explains what Artificial Intelligence is, its core properties, and the
risks associated with its widespread deployment [46]. Explaining
specific design decisions underlying the functioning of algorithms
and their impact on the lives of its users still remains underexplored.

These visual XAI approaches are highly innovative and serve as
great starting points for furthering research at the intersection of
information design and XAI. Opportunities to improve lie in design-
ing explanations that: (1) are easy to comprehend, (2) account for
socio-political factors surrounding algorithms, (3) incorporate local
knowledges, and (4) reveal how algorithms internally represent
cities.

This paper furthers the work of the scholars above and calls for
the use of mapping to produce grounded explanations of the inner
life of cities. We define grounded explanations as representations
of phenomena that are accessible, culturally reflexive, situated, and
provide visibility into their internal mechanisms. We discuss how
maps can be effective in furthering the development of grounded
explanations for geospatial algorithms and addressing the gaps in
existing XAI research by drawing on the work of Dr. John Snow.
We describe his work briefly in the section below.
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Figure 1: John Snow’s map that traces the spread of Cholera
deaths during London’s 1854 Cholera epidemic

2.2 The Ghost by John Snow: a brief description
Dr. John Snow, a pioneer in social mapping, had been studying the
periodic Cholera epidemics in London since the 1830s. He hypothe-
sized that Cholera is water-borne and is caused by the ingestion
of contaminated water in contrast to the then-popular belief that
Cholera is caused due to poisonous air. In the 1854 Cholera break-
out, Snow set out to identify and prove the cause of the disease.
To do so, he mapped the fatalities and their proximity to various
water pumps in the form of bars and dots. He noticed that the ma-
jority of deaths were taking place around the Broad Street water
pump. However, there were some anomalies. A major brewery and
a workhouse were largely unaffected by the disease. Upon talking
to the people who lived and worked there, Snow found out that
they both had their own individual wells for water consumption
and the brewery workers drank mostly beer, which was unaffected
by contamination. He also observed that there were cases of out-
breaks in areas distant from the Broad Street pump. Later, Snow
discovered that those cases were, in fact, connected to the Broad
Street pump; all of them had some personal or professional rela-
tionships in the area. Snow presented his map to both residents and
the authorities, upon which the city agreed to remove the handle of
the Broad Street pump. This prevented people from consuming its
water and eventually, the epidemic ended. London has not seen a
Cholera breakout since [50]. What can XAI researchers learn from
this historical example, as they seek to explain the algorithms that
govern “smart cities?”

3 ALGORITHMIC EXPLAINABILITY: LIMITS
AND POSSIBILITIES

What can XAI researchers learn from the historical example of the
“Ghost Map”, as they seek to explain the algorithms that govern

“smart cities”? With the rising need to explain algorithms that heav-
ily influence the lives of city inhabitants, XAI researchers havemade
noteworthy progress in developing methods, tools, and frameworks
for algorithmic explainability as described above. However, despite
the progress, there remain several limits. In this paper, we argue
that current XAI approaches could be substantially improved by in-
corporating four design strategies introduced below, each of which
is found in the Ghost Map and indeed many other conventional
maps. In the section that follows, we reflect on these four strategies,
which we call—accessibility, cultural reflexivity, situatedness, and
visibility into internal representations. In order to do so, we will
make use of John Snow’s Ghost Map, because it is such a salient
example of the explanatory power of mapmaking.

3.1 Accessibility
Much research has focused on developing documentation methods
for ML scientists to evaluate the effectiveness of models and data.
One such popular framework, ‘Model Cards’, provides essential
information about pre-trained models such as what is the train-
ing data, how was the data processed, etc. [35]. More prescriptive
approaches to designing responsible algorithms have also been
proposed such as ‘Method Cards’. Method cards consist of probes
that encourage model creators to provide instructions to other re-
searchers who may read the documentation on how to deploy the
model responsibly [1]. Alongside the creation of model documenta-
tion frameworks, XAI researchers have also designed systems to
specifically document data creation processes such as “Data-centric
Explanations” [2], “Datasheets” [16], “Dataset Nutrition Labels”
[23], and “Data Statements” [4]. Currently, popular XAI research is
catered more toward data scientists and engineers to debug these
systems rather than end users [5].

Algorithmic explanations, such as the ones listed above, are
not designed to reach diverse audiences, particularly those with
limited technical knowledge including everyday users who bear
the impact of their algorithmic harms. There is even little research
that focuses on user-centered XAI in the Global South context
[39]. There have been calls to focus on end-users when designing
algorithmic explanations such as GDPR’s ‘right to explainability’
[17]. Recent work in user-centered XAI, even though influential,
is limited in scope and tends to be disorganized [11]. It may also
either still be too technical for certain end users or too simple to be
semantically meaningful [64]. Further, users can only audit systems
that they interact with. This leaves out systems such as hiring
algorithms, recidivism algorithms, or loan estimation algorithms
that may be out of reach of end users. Other times, even if users
directly interact with these systems, they may be unaware of how
the system works affecting their ability to probe and investigate
[11]. Users may need guidance from experts or algorithms to better
audit algorithmic systems [48]. More research is needed to create
organized, accessible, and meaningful approaches that explain and
test algorithms with end users.

3.1.1 What makes an explanation accessible? Before John Snow’s
work on the Ghost Map revealed that Cholera is spread through
contaminated drinking water, the London water distribution board
was convinced that the epidemic was the result of something in
the air: a miasma. They refused to believe the research presented
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by John Snow until he supplemented his research with a visual,
easily understandable, and detailed representation tracing the epi-
demic’s effects. Snow gave spatial form to the General Registrar’s
data about Cholera deaths. He converted one-dimensional data
organized by date of death to two-dimensional data organized by
proximity to water sources. This conveyed the cause-effect rela-
tionship between Cholera infections and proximity to the Broad
Street pump efficiently [53] and clearly. The accessible nature of
the map allowed many others to not only understand the map but
to reproduce it [24]. It neatly captured the intricacies of the com-
plex urban phenomenon that spread the disease and convinces the
general public and authorities of its claim [54, 57]. According to
Johnson Stevenson, the map helped make sense of a phenomenon
[microorganisms invisible to the naked eye] that previously “de-
fied human understanding” [24]. Ultimately, the map serves as an
excellent example of a user-friendly visual explanation.

3.2 Reflexivity
The primary components of XAI addressed by current approaches
include the following: local instance explanations (weight of fea-
tures resulting in a specific prediction), instance explanation com-
parisons (how do features change to result in diverse predictions),
counterfactuals (how do predictions change as youmodify features),
nearest neighbors (what predictions have similar value), regions
of error (when can predictions be inaccurate), and feature impor-
tance (what features are most influential for a prediction) [22]. The
majority of this work takes a technocentric approach to explain
algorithms focusing majorly on what technical features, in what
capacity, contribute to a result presented by an algorithm.

The design of algorithms, however, is grounded in contextual
factors such as project goals and values, budget, team members,
etc., that inform the decisions of computer scientists. A focus on
exclusively explaining the technicalities gives little insight into the
socio-political factors influencing and being shaped by the design
of algorithms. Some scholars have begun explaining the societal in-
fluence and impact of algorithms. ‘Social Transparency’ i.e., making
known the social and organizational factors surrounding the design
and use of algorithms, has been deemed essential to allow users
to make informed decisions based on AI’s predictions [13]. Polack
investigates another way to proactively account for the limits of
algorithms by demonstrating how “design problems, objectives,
and needs” presuppose the consequences and impact of algorithms
[42]. However, more work is needed to explain not just the algorith-
mic design decisions made, but also the personal, social, economic,
political, and technical motivations and impacts of those decisions.

3.2.1 What makes an explanation reflexive? Visualizations bear the
burden of being interpreted as a single objective reality of the world.
However, this can be overcome with thoughtful consideration. John
Snow, in his mapping and supplementary description, did not re-
move himself from his map. Rather, he carefully documented the
possible errors that may have occurred in the data collection and
presentation processes alongside the reasons for the possible errors.
First, he clearly showed the contrast between deaths in houses near
the Broad Street pump and the brewery and workhouse nearby that
remained unaffected. This left room to question the cause-effect re-
lationship that Snow hypothesized. Second, in accompanying texts

he laid out how some data he received from the registrar’s office
was missing house numbers and so could not be visualized [54].
While this map itself is a reflexive artifact in the sense that it cap-
tured Snow’s acknowledgment of his partial perspective through
his mapping and descriptions, it also is an artifact that promotes
reflexivity in the reader by challenging their stable perspectives. In
its form, it communicates the time period it was created in and for
what purposes, the region and scope of analysis, and what London
looked like at the time.

3.3 Situated in local knowledges
Several techniques for auditing algorithms have been introduced
in recent years. These include code audit (assessing the code of
the algorithm), non-invasive user audit (a research survey with the
users), direct scrape or scarping audit (querying the system and
observing the results), sock puppet audit (impersonating users and
evaluating results), carrier puppet (impersonating users such that it
affects the real world), collaborative or crowdsourced audit (having
end users test the algorithm) [3, 45]. Much of the work in XAI
today focuses on providing explanations or conducting audits in a
controlled environment, externally or internally, often influenced
majorly by researchers’ intuition [33].

Even though some of these techniques involve users in their
testing processes, most of them are scripted and distant from the
situated life of end users. Empirical XAI research is especially lim-
ited in the Global South [39]. However, algorithms are used in the
wild and thus demand that explanations and audits be contextual
and grounded in the everyday reality of users. Given this lack of
real-world context and diverse perspectives in existing approaches,
there have been rising calls to engage end users in the assessment
of algorithmic systems [8, 48, 51, 55, 61]. The few individual and
communal user-driven audits that have been conducted, success-
fully surfaced algorithmic harms in times when controlled auditing
failed [11]. Contextual XAI work is needed to highlight specific
explanation needs or algorithmic harms that may not be visible
when experts in the field audit these systems with a ‘view from
nowhere’ [20].

3.3.1 What makes an explanation situated? The Ghost Map is in-
formed by the everyday lives of the residents of Broad Street and
the rest of London. To be able to design the map, Snow needed a
fine-grained knowledge of the people of London. He conducted
extensive interviews to understand people’s movement patterns,
sanitary conditions, water consumption practices, etc. He also col-
laborated with local people such as those who attended the sick.
Even though the Ghost Map presented a bird’s eye view, it allowed
readers to observe patterns built by situated knowledges of local
experiences [24]. For example, Snow investigated why a brewery
close to Broad Street was unaffected by the disease. He found that
it was primarily because the brewery workers mostly drank beer
instead of water which saved them from the disease [54]. Alongside
considering the spatial distribution of the water sources, Snow also
considered the time it would take to walk along the turns of the
city for a house member and reach various water sources. This fur-
ther exemplifies the incorporation of situated elements, including
temporality, that inform the design and analysis of the Ghost Map.
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3.4 Visibility into internal representations
XAI commonly explains algorithms by (a) the use of ML models
that are interpretable by design such as “white-box” models (e.g.,
logistic regression), or (b) the use of post-hoc explanations (e.g.,
LIME [44] or SHAP [30]). Most XAI research attempts to explain
the mapping of inputs with outputs. However, Rader et al. have
argued that alongside the why and how of algorithmic functioning,
the what (identifying the presence of algorithms), and unbiased
process descriptions (explanations of how the algorithmic system
is being continually improved and modified) should also be given
importance [43].

Current XAI approaches obscure how algorithms divide and
categorize the world in order to make standard data analytical prac-
tices applicable to it [40]. To make data work with algorithms and
to make predictions, computer scientists process and manipulate
the data while constructing simplified representations of the world
that guide the working of algorithms. Policy makers have long
been doing the same and attempting to simplify cities, disregarding
practical social orders and arrangements, for better management
and functioning. However, such simplification has often failed in
the face of un-codable practical complexities and improvisations
[47]. The use of algorithms is highly entangled with the interac-
tions between cities, citizens, and policy makers. This calls for
understanding how infrastructures, both physical and social, are
constructed through and reinforced by the design of algorithms.
Such visibility into what elements and people are included or ex-
cluded in the design of civic systems dictates citizens’ ability to
engage democratically with cities and their governance [38].

3.4.1 How can an explanation make internal representations visible?
The Ghost Map follows and represents a clear hypothesis: Cholera
spreads with the consumption of contaminated water. To analyze
this hypothesis, Snow clearly displayed only twomajor components
on the map— the water pumps in London and Cholera-related
deaths. He had a clear causal relationship in mind that he hoped
to investigate and that is made clear to the reader [54]. The clarity
of the map also provided space for critical questions such as how
the selection of time periods (aggregating Cholera deaths over a
week or a day) and boundaries drawn (deaths in a house or a block
or another abstract segregation) affected our understanding of the
spread of the disease [54]. Tufte critiqued John Snow’s dot maps by
arguing that visualizing deaths as dots gives little information about
the population density of different areas. That is, deaths would likely
be more in a densely populated area whether or not a water pump
was the source of the disease. Without the map of Snow’s analysis,
Tufte would not have been able to critique and investigate the basis
of the claim made by Snow. Mapping how algorithms represent
cities provides similar opportunities for critique. For example, when
calculating the safety of a location, does the algorithm aggregate
the crime rate without normalizing it by the population density of
an area? If yes, what are the impacts of such design decisions?

4 DISCUSSION
With the popularization of the “smart city” as a model for the future
of urban life, geo-spatial algorithms have become deeply embedded
in our everyday lives. The centralized and authoritative nature
of these algorithms gives them the power to create or reinforce

unjust (and often invisible) societal structures and inequalities [12].
These algorithms redefine cities using the structures that computers
are most adept at processing, for example, a hierarchical tree [32].
However, cities are highly complex artifacts that cannot simply
fit into the neat structures demanded by computation. The overly
simplistic mathematical representations that algorithms rely on
are bound to amplify some features of cities and flatten others.
These representational distortions can create the kinds of invisible
inequalities and incremental injustices that produce large-scale
societal effects, such as gentrification and segregation [29]. In order
to critique, improve, or resist such simplifications, it is essential to
provide visibility into the design of geo-spatial civic algorithms.

Unfortunately, due to the increasing complexity of algorithms,
there is a widening gap between how computational systems work
and how they are broadly understood [21]. While current XAI
approaches (such as [22, 35, 44]) have made noteworthy strides
in promoting algorithmic transparency, they are still limited in
a variety of dimensions described in this paper: accessibility, cul-
tural reflexivity, situatedness, and providing visibility into internal
representations. These limits have received little attention from
algorithmic transparency, explainability, and auditing scholars. In
this paper, we have demonstrated the usefulness of mapping as
a technique to provide grounded explanations of how algorithms
represent cities, as well as the effects of those representations on the
lives of city inhabitants. The goal of our work is to encourage XAI
researchers to take inspiration from the cultural history of visual
design. We have identified four strategies that conventional maps
use to address the limits of current XAI techniques and uncover
the complex inner lives of cities. These strategies, we argue, can
prove helpful when explaining geo-spatial algorithmic systems.

Comprehending our urban environment by “making public data
public” has been considered of utmost importance by many archi-
tects and city planners [62]. While we have focused on the case
of the influential Ghost Map by John Snow, many other cartogra-
phers, visual and information designers, and urban planners present
similar noteworthy works that demonstrate the useful qualities of
maps in explaining cities. Here are a few other references that XAI
researchers might yet explore:

Accessibility: Popular XAI approaches are inaccessible to ev-
eryday users. Maps present an opportunity to explain algorithms
in a comprehensible manner. In ‘The Image of the City’ [31], the
proto-“city designer” Kevin Lynch describes how he and his stu-
dents at MIT identified five constitutive elements that city dwellers
use to understand the places they live in: paths, edges, districts,
nodes, and landmarks. The implication is that these five elements
can form the core of “legible” city design and mapping. With the
longest print run of any book by MIT Press (more than eighty
years), Lynch’s work still serves as a useful tool for thinking about
how the complex form of cities can be accessible.

Reflexivity: XAI methods do not explain the social-political
contexts that shape algorithmic design. This limitation can be ad-
dressed by calls for reflexivity in fields such as ‘Critical Cartography’
[25]. Such representations can question the status quo in a number
of ways. Challenging western positivist cartographic techniques,
some mapmakers are creating alternative forms of mapping that
foreground indigenous forms of spatial knowledge [41]. Another
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similarly subversive map designed by Laura Kurgan and her col-
laborators called “Million Dollar Blocks”, draws critical attention
to unequal practices of incarceration that specifically target Black
neighborhoods in New York City (USA). The map draws attention
to a few low-income city blocks where millions of dollars are being
invested—not for public health or education—but to remove the
inhabitants and put them behind bars in the name of creating a
safer city [14].

Situatedness: XAI methods tend to be distant from situated
real-world contexts and experiences of city inhabitants. On the
other hand, several artists and scholars have experimented with
participatory mapping projects, that allow participants to make
meaningful connections between authoritative data, such as census
or censor readings, and their own local knowledge of the places
they live in. One such example is the Map Spot Project [63], an
expansion of the St. Louis Map Room [37], that brings together local
community members to explore and represent the relationships
between civic data and lived experiences. This grassroots mapping
effort problematizes the “objective” and “stable” nature of big data
and grounds data and its limits in contextual experiences of space.

Figure 2: Atlanta Map Spot Project

Visibility into internal representations: XAI approaches
limit their scope to explaining relations between input and out-
put variables while disregarding how algorithms construct cities in
their design. Decisions about what one chooses to represent on a
map have a significant impact on who is affected by city design pos-
itively or negatively [6]. Who is on the map or off the map affects
who is included and who is not [58]. While maps construct reality
through their representations, they also, through their very form,
explain to us their constructed reality, leaving room for critiquing
and improving said reality.

In our future work, we will use mapping to explain public safety
algorithms to city inhabitants. Specifically, we will explain how
training datasets and their aggregations are grounded in the his-
torical, economic, political, and social contexts of cities. Currently,
we are creating representations of how algorithms partition cities
for computation. Gupta et al. have shown how changes in spatial
partitioning of cities for aggregation of data can have major effects
on algorithmic results. For example, they demonstrate how the Gini
index (a measure of spatial inequality) changes as one modifies the

scale of calculation [18]. Given the impact of spatial partitioning on
algorithmic outcomes and the need for algorithmic transparency
in such cases, we are mapping algorithmic partitioning and su-
perimposing it with other data layers that represent historical and
contemporary segregations, such as red-lining maps [34], to ground
the partitioning in spatial politics. This could help us evaluate if
and how algorithms may reinforce or challenge existing city segre-
gations.

Even though we plan to use mapping to study and question
spatial injustices, historically mapping has also been used to prop-
agate discriminatory agendas [9]. Maps may present distant and
stable representations of reality which may favor one social group
over another. However, with advancements in critical cartography,
there are now new ways to question the ideologies and assump-
tions embedded in “objective” maps. Scholars are also exploring
participatory mapping as a technique to problematize the positivist
representations of cities and employ mapping for pluralistic ex-
ploration and critique [28] We present mapping as an exploratory
tool for advancing grounded XAI research while acknowledging
its limits.

5 CONCLUSION
Webelieve that the GhostMap—alongwith other similarly “grounded”
explanations work listed above—can inspire new forms of public
engagement with the algorithmic logics of the “smart city”. Follow-
ing the model we have put forward here, we believe explanations
of algorithms can be made more accessible, reflexive, situated, and
visible in the internal representations of cities. In future work, we
plan to build on these insights, by developing a toolkit that a broad
range of designers and researchers can use to visualize the algo-
rithms that shape smart cities. Using such tools, we believe, can
enhance widespread efforts to understand, improve, or resist the
next generation of algorithms designed to remake cities—for better
or worse—around the capacities of AI.
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